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ABSTRACT

PREDICTING THE COST IMPACTS OF CONSTRUCTION NON-
CONFORMITIES USING CBR-AHP AND CBR-GA MODELS

Dogan, Neset Berkay
Master of Science, Civil Engineering
Supervisor: Assoc. Prof. Onur Behzat Tokdemir

July 2021, 77 pages

Quality problems in construction projects can have dramatic consequences, such as
delays in timeline and cost overruns. If preventative measures are not applied, these
quality problems can evolve into repetitive actions. This study introduces a proactive
mechanism with the aim of protecting projects from the negative impacts of such
non-conformities. It advances in three stages. The first involves determination of the
attributes that comprehensively define quality problems using a literature survey and
the Delphi method. The second determines the attribute weights by employing
Analytical Hierarchy Process (AHP) and Genetic Algorithm (GA). In the final stage,
a predictive model is developed to extract the possible outcomes of non-conformities
in terms of cost impact. The predictive model adopts the case-based reasoning (CBR)
approach with Mean Absolute Error (MAE) as the control criterion for prediction
accuracy. Although CBR-GA yields a better MAE performance than CBR-AHP, the
result is reversed for standard deviation. This thesis provides two significant
outcomes in addition to the primary objective, forecasting possible failure. First, the
attributes are determined to express the cases considered to contribute to the
development of a record-keeping guideline for inexperienced quality practitioners.
Second, the predictive model utilizes both automated and expert systems for attribute



weighting, so the study examines the effect of automated and expert systems on the
model’s accuracy.

Keywords: Predictive Modelling, Case-Based Reasoning, Analytic Hierarchy
Process, Genetic Algorithm, Quality Problems
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0z

INSAAT PROJELERINDEKI KALITE UYGUNSUZLUKLARININ
MALIYET ETKIiLERININ CBR-AHP VE CBR-GA MODELLERIYLE
TAHMIN EDILMESI

Dogan, Neset Berkay
Yiiksek Lisans, insaat Miihendisligi
Tez Yoneticisi: Docg. Dr. Onur Behzat Tokdemir

Temmuz 2021, 77 sayfa

Insaat projelerindeki kalite sorunlari, zaman ¢izelgesinde gecikmeler ve maliyet
asimlar1 gibi dramatik sonuglara yol agabilir. Onleyici tedbirler uygulanmazsa, bu
kalite sorunlar1 tekrarlayan eylemlere doniisebilir. Bu c¢alisma, projeleri bu tiir
uygunsuzluklarin olumsuz etkilerinden korumak amaciyla proaktif bir mekanizmay1
tanitmaktadir. Calisma, ii¢ asamadan olusmaktadir. Ilk olarak, bir literatiir taramas1
ve Delphi yontemi kullanilarak kalite problemlerini kapsamli bir sekilde tanimlayan
Ozelliklerin belirlenmistir. Daha sonra, Analitik Hiyerarsi Siireci (AHS) ve Genetik
Algoritma (GA) kullanarak 6znitelik agirliklari belirlenmistir. Son agsamada, maliyet
etkisi acisindan uygunsuzluklarin olasi sonuglarini ¢ikarmak i¢in tahmine dayali bir
model gelistirilmigtir. Tahmine dayali model, Durum Tabanli Cikarimsama (VTC)
yaklagimini ve tahmin dogrulugu i¢in kontrol kriteri olarak Ortalama Mutlak Hata
(OMH) benimsemektedir. VTC-GA, VTC-AHS'den daha iyi bir OMH performansi
vermesine ragmen, standart sapma i¢in sonug tam tersidir. Onerilen ¢alisma, birincil
amaca ek olarak iki dnemli sonug saglar. Ilk olarak, dznitelikler, deneyimsiz kalite
uygulayicilart i¢in  bir kayit tutma kilavuzunun gelistirilmesine katkida

bulunmaktadir. ikinci olarak, tahmine dayali model, 6znitelik agirliklandirma igin

vii



hem otomatiklestirilmis hem de uzman sistemleri kullanir, bu nedenle calisma,
otomatiklestirilmis ve uzman sistemlerin modelin dogrulugu iizerindeki etkisini de

incelemektedir.

Anahtar Kelimeler: Tahmine Dayali Modelleme, Veri Tabanli Cikarimsama,
Analitik Hiyerarsi Siireci, Genetik Algoritma, Kalite Problemleri
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CHAPTER 1

INTRODUCTION

Each project possesses unique characteristics, so diversity exists in the scope,
type of contract, and the relevant specifications in conjunction with the challenges,
encountered. These variations also lead to changes in methods of activities applied
to complete a project. In other words, different techniques and approaches have been
employed in construction projects, and activities are also usually non-repetitive.

Moreover, each construction project includes a level of uncertainty and risk for
stakeholders, which arises the complexity of the construction projects. The
challenges in uniqueness and complexity step forward the integration process to
automated systems as a controlling mechanism for the construction industry.
Therefore, construction projects are more prone to encounter defects and redoing the

completed work or briefly rework.

Completing a project with a high-quality performance, which can be
determined by comparing the completed work with specifications, is one of the most
significant project success indicators. It may also prevent the contractors from delays
in a schedule (Love 2002) and increase the project cost (Forcada et al. 2017; Love
2002; Love et al. 2017, 2018; Love and Sing 2013). Love (2002) stated the growth
of 12,6% and 20,7% in mean cost and schedule due to rework in Australia's building
projects. Moreover, the ratio of rework cost to original contract value was calculated
as 0,39% (Love et al. 2018), 0,18% (Love et al. 2017), and 2,75% (Forcada et al.
2017). Besides, the contract value is in correlation with the rework cost. Since the
contract values are notably high, rework leads to an enormous increase in cost and

loss in profit. Love et al. (2018) indicated a 28% loss in yearly profit on average due



to rework. Therefore, a remarkable profit can be made if the defects can be detected

earlier.

Additionally, the defective work can evolve to repetitive action, which causes
corrective and preventative measures to be more complicated and costly (Josephson
and Hammarlund 1999). Therefore, there is a need for adopting a proactive quality
control system that immediately notifies the practitioners about possible outcomes
of defects.

In order to record the quality problems, Nonconformance Reports (NCR) are
used in construction sites. Deficiencies in the quality management system may be
observed by making root cause analyses of the defects reported by these NCRs.
Implementation of analyses' outcomes fulfills the inadequacies. Organizational
improvement can only be achieved by learning from mistakes. However, defects are
not recorded or recorded from a biased perspective in construction projects (Sheng
et al. 2020). It disables the problem's detection in a quality management system,
benefits from the lessons learned, and even makes the adaption of an effective quality
management system meaningless. One of the reasons why there is a lack of record-
keeping in construction projects is that practitioners of construction projects are

unfamiliar with record keeping.

This thesis' main objective is to reduce the negative impacts of quality problems
in construction projects due to these problems and increase cost-performance of the
projects. Following this purpose, a Case-based Reasoning (CBR)-based proactive
early warning mechanism for quality management by forecasting the upcoming
quality problems considering cost impact was introduced. The proposed model also
enables inexperienced quality control practitioners to be informed about the
drawbacks of the quality system if any precaution is not taken and provides a record-

keeping system for NCRs.

CBR is a machine learning technique that benefits from historical data rather
than predefined rules (Hu et al., 2016). The CBR-based models' accuracy depends

on determining attributes, weights, and similarity function. Delphi Method was



applied to determine the characteristics by involving the experts of quality. Then,
data was modeled by converting them to the binary system with these attributes,
accordingly. In this thesis, 2.527 NCR was collected from an anonymous
construction company that works mainly in Russia and Eastern Europe. These NCRs
were sequenced according to the occurrence time. Afterward, two techniques,
Analytic Hierarchy Process (AHP) and the Genetic Algorithm (GA) were applied to
specify the attribute weights. AHP is an expert system, while GA is an automated
one. Therefore, comparing the results obtained from AHP and GA also enables
understanding expert participation in quality-related problems. After the attributes
and their weights were specified, the most similar cases to a new case were extracted

to forecast the upcoming quality problem'’s cost impact.

This thesis was structured as follows. Chapter 2 described the literature review
on quality studies. The content of the literature review fragmented regarding the type
of the study, and it focused on studies that utilized a predictive model, especially
adopting CBR. Chapter 3 presented the methodology of the research in detail.
Attribute selection with Delphi Method, determination of attribute weights using
AHP and GA, and predictive model employing CBR were introduced. The results
obtained through the study were presented and discussed in Chapter 4. Finally,
Chapter 5 provided a conclusion of the study and underlined significant findings and

discussion as well as the limitations and future works.






CHAPTER 2

LITERATURE REVIEW

2.1. Quality Issues

Contractors are responsible for completing the projects within the project
timeline and scope and with a satisfactory quality level. Quality is the most
fundamental component among them since problems in quality performance
significantly impact the project's implementation processes and result in
irrecoverable consequences for the project's stakeholders. These consequences may
be delays in the project timeline, an increase in the project cost, or harm the
contractors' reputation. Therefore, many researchers have focused on quality-related

issues.

Contractors expect to experience a healthy project lifecycle by completing
the project on time within the scope and ultimately making a profit, which can only
be achieved by decreasing the cost. However, repeating the finished work due to
quality problems has a dramatic influence on cost. Thus, the cost of rework and
defects were analyzed through different methods to overcome the negative effect of
defects on project cost (Barber et al. 2000; Love et al. 2017, 2018; Oke and Ugoje
2013). The impact of different project types and procurement methods on the cost of
rework was examined for Australian construction projects as a case study. It was
found that although there is an obvious need for reducing the cost by avoiding
rework, there is no significant correlation between the cost of rework and project
types and procurement methods (Love 2002). Effect of project characteristics on
project cost performance was also identified, and recommendations for possible

solutions for the root causes of rework were provided (Hwang et al. 2009).



Additionally, Forcada et al. (2017) also specified the factors affecting rework
costs, such as project characteristics and managerial issues. The direct (Love et al.
2018) and indirect (Love 2002) cost of rework were also examined, and the
probabilities of both cost components were determined to derive the actual cost of
the rework (Love and Sing 2013). Moreover, the impact of knowledge management
(Olayinka et al. 2016) and quality program (Jafari and Love 2013) on reducing the
cost of defects were investigated, and it was revealed that both had a positive impact
on decreasing the cost of defects (Jafari and Love 2013; Olayinka et al. 2016).

Josephson and Hammurland (1999) questioned whether the rework cost
could be reduced by early detection of defects. They concluded that even if the
defects can be detected earlier, necessary actions should be applied to avoid the
consequences of rework. Therefore, warning systems are required to be developed
to prevent the outcomes of quality issues. Real-time monitoring systems can be an
effective solution to the problem since they enable us to pursue the quality of
completed work simultaneously. Zhong et al. (2018) developed a real-time
monitoring system for earth-rockfill dam constructions, and Kazemian et al. (2019)
were able to detect the defects of extrusion while utilizing additive manufacturing.
Moreover, the quality of gravel piles can be controlled using a real-time monitoring
system and the Internet of Things (Chen et al. 2020).

Although many researchers put great effort to identify the factors that lead to
rework and to investigate the reasons and the outcomes of rework cost deeply, there
is a gap in the literature as no proactive early warning system can notify the
practitioners about the possible consequences of NCRs in terms of cost if any
precaution is not taken. Above-mentioned real-time monitoring systems can detect
the defects just after it occurs, and these systems enable fixing the problem and
preventing higher costs. However, it cannot be warned about the issues on quality
management systems by employing these systems. Hence, a system that can detect
the drawbacks of the quality system and inform the practitioners about them is

needed to be implemented.



2.2. Case-Based Reasoning

CBR is an Al technique that benefits from the previous knowledge learned
from the previous problems' solutions. Indeed, it approaches the problems based on
the principle of "similar problems have similar solutions.” (Aamodt and Plaza 1994).
Hence, it has been employed as an effective computerized problem-solving
technique to handle the complexity of problems in the construction industry. Neural
Network (NN) is an effective alternative to CBR. The accuracy obtained from NN
and CBR models differs from the selected data. Although Kim et al. (Kim et al.
2005), Ozorhon et al. (Ozorhon et al. 2006), and Arditi and Tokdemir (1999a) have
obtained more accurate results with CBR than NN, Kim et al. (Kim et al. 2004) have
obtained more effective performance with NNs. However, there is a consensus about
the flexibility of CBR models. CBR models have the advantage of accounting for
the results obtained from the model (Kim et al. 2004; Ozorhon et al. 2006) and
handling the missing information (Kim et al. 2005). Moreover, NN needs longer
times to compute while testing the model (Ozorhon et al. 2006), and this is a
drawback since responses obtained in a short time are a remarkable benefit for

warning systems.

Accurate estimation of cost in the early stages of construction projects is
challenging since the information is minimal at the beginning of the project. The
historical data becomes significant in the cost estimation at the conceptual or
planning phase of the projects. Therefore, CBR is used as a cost estimation tool for
construction projects (Ahn et al. 2020; An et al. 2007; Choi et al. 2014; Jin et al.
2012, 2014; Kim et al. 2004; Kim and Kim 2010; Kim 2012; Koo et al. 2010; Lee et
al. 2013) and some researches were mainly focused on the estimating the cost of
railroad-bridge construction projects (Kim and Hong 2012), military facilities (Ji et
al. 2011), multi-family housing projects (Hong et al. 2011, Ji et al. 2010; Koo et al.
2010) and pump station construction projects (Marzouk and Ahmed 2011). Although
many pieces of research have been conducted on cost estimation for construction

projects, quality issues have not been targeted in terms of cost via CBR.



Several parties such as contractors, employers, sub-contractors, and designers,
etc. involve in construction projects. Since each has its interest, it is inevitable to
conflict of interests of the involved parties. Mediation is a relatively less expensive
solution for conflict of interest or disputes. Li (1996) has developed a CBR-based
negotiation model, named MEDIATOR, to support construction parties' negotiation
process. This mediation model also provides a fair and neutral approach to the
negotiation. Litigation is another solution for cases that parties cannot negotiate.
However, litigation is too expensive since it is difficult to find experts who have a
legal background in engineering issues. It is beneficial to estimate the litigation
outcome; therefore, CBR-based models have been developed to avoid litigation's
unnecessary expense (Arditi and Tokdemir 1999b; Chen and Hsu 2007; Cheng et al.
2009).

Planning, risk, and international market selection are the other areas of the
construction industry that have been utilized from CBR-based models. CBR-based
methodologies that used previous scheduling experience were proposed to facilitate
the preparation process (Dzeng and Tommelein 1997, 2004; Ryu et al. 2007). CBR
has also been applied to select risk response strategies (Fan et al., 2015; Forbes et
al., 2007). Moreover, Ozorhon et al. (2006) developed a model to ease the

international market selection.

Determination of attribute weight is one of the most significant criteria for
obtaining successful and better results in CBR. The researchers mentioned above
have employed different methods for attribute weights calculation. Feature
counting(Ahn et al. 2020; Dogan et al. 2006), gradient descent(Ahn et al. 2020;
Dogan et al. 2006), multi-regression analysis (Jin et al. 2012), and decision trees
(Dogan et al. 2008) are the methods applied for the determination of attribute
weights. However, GA is the most popular approach selected for weight
determination (Choi et al., 2014; Dogan et al., 2006; Hong et al., 2011; Ji et al., 2011,
Kim and Kim, 2010). Moreover, it was stated by An et al. (An et al. 2007) that due
to the complexity of problems in the construction industry, it is essential to involve

experts during the solution process rather than relying only on the computational



approaches. Therefore, both GA as a computerized process and AHP, which is an
expert system, are employed in this thesis in order to investigate whether involving
an expert system on quality-related problems can improve the accuracy of the
proposed methods.
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CHAPTER 3

METHODOLOGY

A probabilistic model for early detection of the problems in a quality system was
introduced in this thesis. NCRs obtained from the construction site are expressed
with the attributes. Hence, the process commences with determining the attributes
via Delphi Method. After selecting the attributes with the experts, the collected data
are converted into binary format according to these attributes.

CBR benefits from the experiences gained from previous similar cases. The
success of the CBR model mainly depends on the selection of attributes weights.
Therefore, two methods, AHP and GA, were implemented to determine the attribute
weights. It was also aimed to reveal whether an expert system or an automated
system is more beneficial for the CBR models applied to quality problems in

construction projects.

When a new case is introduced to the model, the system was detected the most
similar cases that fulfill the predetermined threshold. Ten cases followed by similar
cases determined via CBR were extracted, and the probability of the cases was
calculated in terms of cost impacts. Finally, the obtained results were compared with

the actual data to determine the accuracy of the model.
3.1. Attribute Selection with Delphi Method and Data Preparation

The thesis adopts the Delphi method to determine the stimulating attributes for
reworks in construction projects. An up-to-date and wide range of literature reviews
was performed to capture the leading attributes. Then, these were ranked via the
Delphi method so that it obtains a comprehensive and confined list. The Delphi
method includes iterative processes that analyze a statistical group of responses and
be capable of receiving reliable results. Since the responses are taken anonymously

from the participants, responses cannot influence others' opinions. In other words,

11



this method encourages participants to reflect on their opinion without feeling any

pressure. The steps of Delphi can be summarized as follow:

Firstly, an adequate number of experts or panelists experienced in Quality
management in the construction industry should be identified. The recommended
number for panelists was defined between 10 and 20 (Ayhan and Tokdemir 2019a;
Hallowell and Gambatese 2010) Therefore, we decided to contact 11 panelists to
advance in Delphi. Table 3.1 describes the required qualifications that panelists
should endow. The panelist constituted mechanical and civil engineers as well as
architectures who are currently working in international construction companies or
universities. Besides Internal Auditor Certificate or Lead Auditor Certificate
(IRCA), it is compulsory for those working in a construction company. However,
this criterion was ignored when the participant has vast experience in quality
management. On the other hand, an academic background in construction
management, specifically quality management, is required in order to be a panelist
if s/he participated from the university. Therefore, 11 panelists attended concerning
these criteria given in Table 3.1, and their details are demonstrated in Table 3.2,

respectively.

The second step was to prepare the questionnaire for ranking the attributes.
Participants gave a score between 1-7 from strongly disagree to agree strongly. There
were three critical conditions for discussion. Before interpreting the results, the mean
of feedbacks and standard deviations should be defined clearly. Mean values indicate
the central tendency, whereas the standard deviation accounts for the degree of
consensus (Kuzucuoglu et al., 2019; Ayhan and Tokdemir 2019a; Seyis and Ergen
2017). The first discussion was that the attributes with low mean values were
eliminated from the current list extracted from the literature review. The second one
is valid for the high-mean score attributes with significant standard deviations.
Higher standard deviations implied no consensus among the participants, as
indicated above. Therefore, more than one round was carried out to satisfy the

agreement between them. The third condition was the highest score with low

12



standard deviations. The higher mean values with lower standard deviations should

be provided to achieve this condition.

Table 3.1. Required Criteria for being a panelist

Requirement

Educational degree

B.S. taken from department listed below:

- (Ed1-1) Mechanical Engineering

Edl

- (Ed1-2) Civil Engineering

- (Ed1-3) Architecture

At least one of the certificates specified below:
Ed2 - (Ed2-1) Auditor Certificate

- (Ed2-2) Lead Auditor Certificate

Having a graduate-level background in construction management
Ed3 or

quality management

Experience level

Ex1 At least ten years experience in the construction industry
Ex2 At least 5 years experience in quality control and management

Figure 3.1 exhibits the study plan for the Delphi process. The literature

knowledge composed the base of attributes for reworks. A wide range of literature

reviews resulted in having bulk information about rework, as shown in Table 3.3. In

the beginning, It was comprehensively investigated the causes of reworks but remain

limited to explain details (Abdul-rahman, 1993; Josephson and Hammarlund, 1999).

However, it was a landmark effort for other researchers to classify the groups of the

leading causes. Love and Li (2000a; 2000b) started to evaluate attributes and

accumulate them in a group of design, construction, project management, etc. Other

researchers followed this concept, and they initiated to delve into details to capture

hidden attributes behind the picture and find other attributes presented in Table 3.3.

13



Table 3.2. Details of the panelists

Title Academic Experience  Certificate
Title

Academic Staff / Civil Engineer Prof. 20-25 -
Mech. Eng. / Quality Cont. Man. M.S. 20-25 (Ed2-1,2)
Mech. Eng. / Quality Cont. Man. B.S. 15-20 (Ed2-1,2)
Mech. Eng. / Quality Cont. Man. B.S. 15-20 (Ed2-1,2)
Architect / Quality Cont. Man. B.S. 10-15 (Ed2-1,2)
Academic Staff / Architect Assoc. Prof. 10-15 -
Civil Eng. / Project Manager B.S. 25-30 -
Architect / Project Manager B.S. 20-25 -
Architect / Quality Cont. Sup. M.S 15-20 (Ed2-1)
Civil Eng. / Quality Cont. Sup. Ph.D 15-20 (Ed2-1,2)
Architect/Site Eng. B.S. 10-15 (Ed2-1)

The bulk data was consolidated before the start of the Delphi process. First, the

rework cases were shared with the participants to get their attribute ideas for

explaining them. Instead of scoring, they only pointed their considerations. Next,

they were collected and an attribute list that spanned both literature knowledge and

participants' first opinions was obtained. A second questionnaire that asked to rank

the attributes prepared, and the first round of the Delphi process was initiated.

14



Table 3.3. Bulk information for rework attributes

ID Rework attributes Study

al Poor Ground Condition

a2 Difficulty in building Abdul-Rahman
a3 Design/Information Problems (1993)

ad Materials

bl Construction Related Problems

b2 Design Problems Josephson and
b3 Poor Site Management Hammarlund
b4 Poor Workmanship (1999)

b5 Subcontractors Problems

cl Change on design/construction phases

c2 Error on design / construction phases

c3 Omission on design/construction phases

c7 Damage on construction

c8 Value management

c9 Ineffective use of IT by a design team

cl0 Design Scope freezing Love and Li
c1l Client change (2000a; 2000)
cl2 Poor Morale

c13 Conflict Love (2002)
cl4 Delusion of Supervision

c15 Contractual Claims

cl6 Cost Overruns

cl7 Time Overruns

c18 Cost/Schedule Growth

cl19 Safety

15



Table 3.3. (Continued)

ID Rework attributes Study
di Design Changes
d2 Construction Changes
d3 Client
d4 Design Team
d5 Site Management
dé Subcontractor Love a(lggoigwards
d7 Project Scope
ds Contract Documentation
d9 Project Communication
di0 Procurement Strategy
dil Design Management
el Poor site condition
e2 Insufficient time for the design stage
e3 Poor coordination between client and design team
ed Client-related factor
e5 Poor site supervision and inspection
e6 Improper construction technology
e7 Improper handling of material and delivery
e8 Improper handling of machines and equipment
e9 Poor contract documentation Yap et al. (2017)
el0 Poor client and end-user coordination
ell Poor sub-contractor management
el2 Poor site management
013 Construction errors due_to misunderstanding of
design
eld Poor coordination among the design team
el5 The unclear project management process
el6 Poor quality management by a design team
el7 Poor quality management by the contractor
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Table 3.3. (Continued)

ID Rework attributes Study
f1 Improper handling, delive_ry, or providing proper
materials
2 The unclear project management process
3 Poor sub-contractor management
f4 Poor design constructability Balouchi et al. (2019)
5 Poor site supervision and inspection
6 Need for combining hard and delicate operations
7 Failure to define standard executive procedures
gl Lack of coordination and poor communication
g2 The design change is initiated by the owner
03 Lack of experience and knowledge of the design
and construction process
g4 Lack of funding allocated for site investigations
g5 Lack of client involvement in the project
g6 Insufficient time and money spent on the briefing
process
g7 Expenditure on low fees for
preparing contract documentation
g8 Incomplete design at the time of tender
g9 Poor coordination of design Trach et al. (2019)
910 The design change is initiated due to
financial and economic changes
g1l Omissions of items fro_m the contract
documentation
g12 Errors made in the contract documentation
g13 Insufficient time to prepare contract documentation
Inadequate client brief to prepare
gl4 . .
detailed contract documentation
Insufficient skill levels to complete the required
915 task
gl6 Ineffective use of information technologies
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The participants were asked to rank them from one to seven. Since the sample
size was limited with the panelist number, the sample mean and sample standard
error were calculated instead of the population mean and standard deviation using
Equations 1 and 2.

£= 230, X, (1)

s= 2L, —%) ()

Where n represents the number of responses for the individual question, and Xi

is the ranking results.

The responses were classified into three categories as indicated in the second step
of Delphi. The attributes with low scores were removed from the list. Next, the
second round was charged to increase the participants’ consensus for remaining
rework attributes. This was the case for having high standard deviations, although
the mean of responses was high. A high standard deviation indicates the fluctuations
in the final decision. It should be eliminated until the consensus is set. At the end of

having consensus, the refined attribute for reworks was ready for further steps.
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3.2. Determining Attribute Weights

Determining the weights of attributes is a vital step for the CBR process to be
obtained accurate results. The proposed CBR models were employed either a
computerized model or an expert system to determine the weights of attributes.
According to Dogan et al. (Dogan et al. 2006), an automated algorithm should be
implemented since selecting and finding proper experts is challenging, and these
experts can be subjective. On the other hand, An et al. (An et al. 2007) were asserted
that computerized systems could not understand the procedure and experts should be
involved in the attribute determination process. Therefore, in this thesis, the
difference between an expert system and a computerized system was investigated by
employing AHP as an expert system and GA as an automated system.

3.2.1. Analytic Hierarchy Process

The weight calculations were made in two different branches. The first method
preferred as an experts system is Analytical Hierarchy Process (AHP), which is the
most favorable and applicable decision-making mechanism used in the literature
(Alonso and Lamata 2006; Badri et al. 2012; Saaty 2008). This method's logic is
based on a pairwise comparison of alternatives; therefore, the introduced strategy
aims to capture the best choice. AHP is mostly conducted with the expert's opinions,
but some researchers utilized the alternative observation rate in comparison (e.g.,
Ayhan and Tokdemir 2019b).

The decision-makers can perform straight forward ranking to select the best
option, of course, but this raises a significant bias that significantly affects the final
decision. AHP brings an essential advantage of reducing the inconsistency of expert
opinion by proposing a solid structure for pairwise comparison (Aminbakhsh et al.
2013) and introduces control indices, as consistency index (Cl) and random

consistency index (CR). Saaty described the AHP steps as follow:
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Identify the problem and build up the decision hierarchy from top to goal.

Construct the comparison matrix by following Table 3.4. C accounts for the
comparison matrix in the equation, where the alternative was compared in a
pairwise manner. All elements in matrix C should be higher than zero, and

the dot product of elements having transverse indices results in one.

a1 0 Qip
C = fOT' Vaij, aj > 0; Ajj * aj; = 1
An1 " Ann
Vijk=123.n 3)

Compute the sum of the comparison result for each column and call si. Then,
the matrix C is normalized regarding the s; values to obtain weight using
Equation 4. The new matrix is called B.

by -+ bip @
B=|: ~ i|, where b =f and s; =
bnl bnn ‘
j=14j
Vij=1,23..n (4)

The elements of B are added at each row and divided to the number of

alternatives (n) to find out the weight of alternatives (see Equation 5).

W; n

WZ[ : ], where WizﬁleU

Wn

Vij=123..n (5)

e Two incremental criteria control the consistency in AHP. First, an
average of each row in matrix B, C's normalized matrix regarding si,
should be taken to obtain the weight vector, w. The dot product of matrix
w and matrix C need to be found and normalized with the weight. The
result creates a matrix R, whose maximum value, Amax, designates the
divergence among the attributes compared. The consistency index (ClI)
and consistency ratio (CR) is determined regarding Equation 6 as follows.

Saaty (1990) proposed a random consistency index table (RC) given in
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Table 3.5. The RC values will be determined regarding the number of

alternatives that will be compared.

bll - bln] |:Wl] |:rl]
bnl bnn Wn Th

r’i

'], where = Y, L Vvi=123..n

R’ — : -t
normalized — . i=1w, ,
L

R' =

',

— !
Amax = max (Rnormalized)

CI (Consistency Index) = %
CR (Consistency Ratio) = % (6)

Table 3.4. AHP Scale

Scale Definition Reciprocals
1 The equal importance of two elements 1

3 Low importance of one element over another 1/3

5 Strong importance of one element over another 1/5

Very strong importance of one element over

7 another 17
The absolute importance of one element over
9 another 1/9
1/2, 1/4, 1/6,
2,4,6,8 Intermediate values 1/8

Table 3.5. LI values proposed by Alonso-Lamata (2006)

Element Size 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
RI 0 0 052 088 111 125 134 141 145 149 151 154 155 157 1.58

The process expressed above was integrated into the current study, as
displayed in Figure 3.2. Each case was re-explained with the rework attributes, which

will be given in the discussion section in detail and converted to the binary system.
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If the rework-attribute is observed in cases, it will be assigned with one; otherwise,
it will equal zero. The attributes were classified into four groups as Material,
Operation, Construction, and Design. As mentioned before, the cases also had their
cost impacts, and they were considered while performing the AHP process.

First, the main groups were compared to determine each group's contribution
to reworks. Then, all items under these groups were exposed to pairwise comparison
to being assigned with their weights. The group weight determination formed the
first comparison that utilized the cost impacts. The high-cost impact (equal or higher
than 3) controlled the comparison criteria. The high-cost impact cases were retrieved
from the data, and their attributes were segmented regarding the main groups defined
above. Identifying the count of occurrence followed the previous step, and it will be
assigned for each group as a comparison criterion on AHP. Next, the ranking
procedure started regarding this. The occurrence rates were divided into all pairwise
comparison steps and resulted in insufficient numbers. These numbers will be

normalized according to the expression in Table 3.4 to eliminate the vagueness.

When the first round of AHP assigned the group weights, the same process
was carried out for attributes under these four groups. Unlike the previous part, each
item's observation rate (fj;) will be aggregated concerning the cost impact (ci) to find
the weighted sum (fwi) for all attributes as shown in Equation 7. Then, the weighted
sum values were normalized (fwi-norm) into the groups to make their sum equal to one.
The weighted sum of each attribute was multiplied with the frequency (fi) to set the
comparison criteria (cci) before AHP. Details about the calculations will be given in
the discussion part for a better understanding.

n
i=1 fwi

— — 5
fWi—norm - n ,where fWi - Zj:l Ci * fij

cci = fi * fWi_norm ,where f; = 11?=1fij Vij=

1,2,3..n  (7)
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3.2.2. Genetic Algorithm

Besides AHP, Genetic Algorithm was implemented as an automated system.
GA is a heuristic Al method that focuses on obtaining near-optimum solutions for
complex problems. It adopts the principles of natural selection (Dogan et al. 20006).
In GA, the chromosome term is referred to as the solutions. Fitness criteria indicate
the success of the chromosomes. GA process commences with a random population
of chromosomes, and the success of these chromosome populations is determined.
Then, in order to obtain more successful generations similar to natural selection, new
chromosomes are produced with crossover and mutation, and the fitness of new
chromosomes is calculated. The process is repeated until the most suitable

population of the chromosome is obtained.

In this thesis, GA was employed to determine the attribute weights used in the
CBR model. It was aimed to minimize the error calculated with the Root Mean
Square Error (RMSE) by Equation 8. In the beginning, attribute weights were
selected as 1 for all attributes, and the RMSE is calculated. Then, the GA algorithm
was run, and the solution with the lowest RMSE was integrated into the CBR model.
Moreover, to GA, Evolver from Decision Tools Suite (Palisade 2020) was used for
this study.

210 — yi)?

Root Mean Square Error (RMSE) = S — (8)

Where yi' is the actual cost impact, y' is the predicted one.
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3.3.CBR

Artificial intelligence techniques are widely implemented in construction
industry-related researches to propose innovative solutions for the problems. Most
of these techniques are rule-based; however, generally, these problems cannot be
solved by sticking to a rule. Instead, better results can be obtained with knowledge-
based approaches due to the complexity of construction problems.

Case-based reasoning is a knowledge-based system that is inspired by human
memory and reasoning. Human memory and reasoning tend to use previous
experiences when encountered with a new problem. Similarly, CBR adapts the
previously proposed solutions to a new problem. Moreover, it enables to revise and
improve the solution offering a mechanism by integrating the new solutions to the
system. This is represented as a cycle composed of four main steps, namely retrieve,

reuse, revise and retain.

As presented in Figure 3.3, CBR utilizes from the attribute weights and the
cycle commences with introducing a new case to the case base. An algorithm
calculates the similarity scores of cases and finds similar cases accordingly. The
solutions of the most similar cases are recalled from the database. If the retrieved
cases do not fulfill the requirements, the solution is revised to obtain more relevant
results. Finally, the real solution of the new case is retained, and the case base is
updated. Hence, CBR is an effective method to propose solutions and can revise and

improve itself.

The cases are defined with the attributes. In this study, each NCR is considered
as a case. The attributes were determined with Delphi Method, and the data was
formed as binary variables. When a new case is introduced to the model, firstly, the
attributes of the new case and the cases in the dataset were compared, and a similarity
matrix was established by analogous to x-Nor operation If the status of an attribute

at both the new case and the cases in the dataset is the same, then the similarity

26



matrix's relevant element will be 1. Otherwise, it will be 0. This process was applied

to all cases in the dataset.

Each attribute has a different contribution to non-conformities, and this
contribution is expressed with attribute weights in CBR. Indeed, assigning attribute
weights is the most crucial factor that determines how successful the CBR model is.
Genetic Algorithm and Analytic Hierarchy Process were employed to specify the
attribute weights. GA is a computerized method inspired by nature; on the other
hand, AHP is an expert-based one. Therefore, these two methods were also used to
compare the impacts of computerized and expert-based methods on the CBR model's

accuracy.

Two weight matrixes were established with the results obtained from GA and
AHP. Then, the similarity score of each case in the dataset was calculated with the
Equation 9. In order to express the similarity score in terms of percentage, it is
divided by the summation of the attribute weights. Therefore, the similarity score

has a range between 0% and 100%.

Similarity S _SxW 9
imilarity Score = SW 9

where S is the similarity matrix, W is the weight matrix, and S_W is the total of
attribute weights

The cases with a similarity score of at least 97% were named as similar cases.
The similar cases were extracted to form a similar case matrix. In order to calculate
the occurrence probability of the cases in terms of cost impact, successive cases of
similar cases are needed to be obtained. However, the error and standard deviation
vary depending on the selected number of successive cases. Therefore, an analysis
was conducted to find the optimum number of successive cases between the range
of 1 and 25. Mean Absolute Error (MAE) was calculated with the Equation 10. MAE

and standard deviation were recorded and compared.
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n
1
Mean Absolute Error (MAE) = - z lyvi" — vil (10)
t=1

where y;i' is the actual cost impact, y' is the predicted one.

Finally, MAE and overall MAE were calculated to find out how successful the
proposed model is. Moreover, the accuracy of CBR models with AHP and GA was

also compared.

The script written in MATLAB software was used in this thesis to operate the
CBR-based model regardless of the size of the dataset, and the datasets were
imported from MS Excel. The script can calculate similarity scores of cases, extract

similar cases, and compare actual and prediction results.
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CHAPTER 4

RESULTS AND DISCUSSION

4.1.Data Preparation

The data preparation started with the literature survey, which was explained in
detail. The range of rework attributes was considerably broader, so it should be
refined before data modeling. The attributes taken from the literature survey were
taken from Table 3.1 chronologically. As understood from the expressions, most of
the attributes accounted for the same meanings. It was clear that some of them could
be easily eliminated from the dataset using the author's engineering judgment.
However, it was desired to obtain a coherent list of attributes that reflect both the
dynamic nature of constructions and the data used for the current study. The Delphi
method took place to inhere forming a list based on factual knowledge. The
participants were asked to evaluate the rework cases without delivering the list in
Table 3.1. However, rework cases were not entirely shared with the panelist to save
time. For this reason, the cases included almost all types to ensure that panelists can
interpret representative findings of all cases. After compiling the responses, the
attributes in Figure 3.2 were obtained. Some of the attributes had almost the same
meaning, so the authors used self-experience to refine them, as shown. For example,
the term "Incorrect or defective material usage™ has the same meaning as the other
two terms of "Damaged material usage™ and "Expired material usage"”. Therefore,
all these three terms were decided to express as one attribute. The authors performed
the same procedure for the attribute presented in Table 3.3 to confine attributes to

be scored.

The early studies shown in Table 3.3 formed the bases of attribute groups. They
indicated the reasons comprehensively instead of introducing a particular problem.
The author reorganized these attributes into four main categories before scoring
them. These attributes were associated with the types of activity and the
consequences when rework occurred. These groups can be divided as follow: 1)

Materials, 2) Operational, 3) Design, and 4) Construction. The nonconformance

31



data constrained the scope of the thesis by considering only construction failure.
The records were taken during the construction phase, so they did not compose any
loss occurring in the design or tendering phases. Therefore, client-related and
subcontractor-related factors mainly were eliminated. Some of them participated in
the Delphi process to be scored whether it has an impact on the cases or not.
Besides, it was expected that the rework attributes, including the pre-construction
process, were removed from the attribute list after applying Delphi since the

nonconformance list focused on the reworks during the construction phase only.

As mentioned before, the responses coming from panelists combined with them
the literature knowledge were given in Table 3.3 and the refined list was shown in
Table 4.1, which was sent to panelists for scoring them. Then, the first round was
kicked off.

Table 4.1 underlined each response of the panelist in detail. They were asked to
rank the attributes from one to seven. The one accounted for the strongly disagree
with adding the relevant attribute into the final list, whereas the seven stands for
expressing the strongly agree term. At most, two rounds were performed since the
panelists came to common ground at the end of the second round. In other words,
the panelists achieved the consensus among them. When the first round was
completed, the results were interpreted. As indicated in the methodology section,
the results were interpreted into three categories. If the ranking score ends with a
high score with a significant standard deviation, the attribute will remain for a
second round. Some attributes remarked with "*" need to be discussed in further

rounds since the significant fluctuation existed among the panelist's ranking scores.

For example, "Damaging material during transportation/loading"” required a
second round because it got a considerably high standard deviation. Panelists 1 and
2 ranked a low score, but they slightly directed their thoughts over consensus
ground in the second round, and it was accepted as a rework attribute. The same
thing occurred for "Poor quality management by design team" and "Design freezing
scope." However, panelists were inclined to disagree with these attributes, so they
were not accepted to the rework attribute list accordingly. In general, design-related
attributes were not accepted since the rework cases did not cover design-related

nonconformances, as indicated at the beginning.
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Moreover, panelists were allowed to indicate their thoughts on the
questionnaire. Unlike the other panelists, Panelist 1 and 9 put a tremendous
recommendation to express some attributes. They claimed that "Inadequate
Training, Inadequate Staff and Insufficient / Unproper Workmanship” can be
expressed as one term under the latest attribute. They implied that the meaning of
the third attribute encapsulated the first two. This comment was evaluated and
decided to use a single term of “Inadequate Staff and Insufficient / Unproper
Workmanship," as panelists defined. At the end of the second round, the remaining
also agreed on this and accepted. However, the other comments indicated in Table
4.1 were not accepted. Some panelists suggested combining "Problem with
warehouse (Labeling etc.) with the "Problems with documentation.” This comment
was not considered well because they considered that the documentation problem
extends beyond the labeling or other issues encountered in the warehouse.
Ultimately, the list of attribute s shaped its last version, as indicated in Table 4.2.

After the attributes were determined, the data was modelled by using them. For
better understanding, the case with ID of 88 was examined. The explanation of the
NCR is that the wall was seriously damaged during the installation of instruments
and the cost impact of this case was assigned as 5. This hon-conformance includes
the attributes with the IDs of C1, C6 and OA4. In detail, since the walls were
completed product and they were damaged during another installation operation,
C1 attribute which is the “Damaging the Completed Work” was included.
Moreover, this non-conformance can be avoided with proper supervision and by
implementing the specifications properly; therefore, C6 and O4 attributes which are
“Incompliance with Technical Specification” and “Lack of Supervision” were also
involved. While converting the data into binary format as above-mentioned
example case, the involving attributes were determined, and the corresponding
value of dataset was set as 1 and otherwise it will be 0. This procedure was repeated

for all the cases in the dataset.
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Table 4.2. List of rework attributes used in the study

Group Attributes ID
Improper handling of material and delivery M1
Material Incorrect or Defective Material Usage M2
Related Procurement of Incorrect Material M3
Damaging Material During Transportation/Loading* M4
Design Design problem/changes on construction D1
Damaging the Completed Work C1
Work in Confined Space C2

Construction errors due to misunderstanding of design C3
Inadequate Preparation before Starting the Work* C4
Inadequate Site Cleaning after Completing the Work* C5

Incompliance with Technical Specification C6
Insufficient/Unproper Workmanship* C7
Construction Lack of Documents on Site C8
Inadequate Tools/Equipment C9
Inadequate Application Procedure C10
Insufficient Review of Drawings* Cl1
Lack of Drawings on Site C12
Delays in Construction Timeline C13
Insufficient number of Site Supervisor Cl4
Not Following the Work Sequence C15
Problems with Purchasing Department O1
Problems with Warehouse (Labelling etc.) 02
Operational Sending Wrong Material from Warehouse 03
Lack of Supervision* 04
Problems with Documentation* 05
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4.2.Calculation of Attribute Weights
42.1. AHP

After assigning the rework attributes found in the previous chapter as presented
in Table 4.2, the study advanced with the weight calculation. As indicated before,
two criteria regulated the pairwise comparison. These were the frequency of the
attributes in the database (fi) and the weighted frequency of attributes (fwi). Table 4.3
corresponds to the related information through the process, but it excludes the
corresponding design attribute. The reason is that the design group included only a
single attribute, so the author did not intend to share to avoid abundance in Table.
Thus, Table 4.3 classified the attributes with respect to the observation rate for each
cost impact (ci) separately. Then, the steps introduced in Equation 7 were followed
to determine the normalized weighted frequency used for pairwise comparison with

each attribute's frequency (fi).

The reason for considering cost is to prevent eliminating the impact of crucial
attributes that significantly influence the cost. As indicated in Table 4.3, although
some attributes were highly observed through the cases, they did not cause high-cost
rework (e.g., M-2, "Incorrect or Defective Material Usage"; O-4, "Lack of
Supervision™). However, some of them resulted in severe damage even though the
observation rate of them was rare. While pairwise comparison, considering only

frequency might mislead the final decision, so the author did not pass over its effect.

As mentioned before, AHP applied two different levels, and Figure 3.2 exhibits
these steps. The literature knowledge and the dataset led to classifying the rework
attributes into four major groups. The first layer AHP involved the group
comparison, so each rework attribute group was assigned weight. At the end of the
first layer AHP, the construction-related attributes took the lead, and attributes under
operation followed. Since the NCRs recorded were taken from the construction sites,

the impact of design-related attributes was not significant as expected.
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Figure 4.1. Pairwise comparison of rework attributes



The second-layer AHP process elaborated the weight assignment process. This
process was applied for each primary group of rework except for the design group.
The reason is that there was only one attribute under the design group, so the weight
of the design group was directly equal to the attribute's weight.

Figure 3.2 demonstrates the second-layer AHP process by extracting additional
boxes from the main comparison matrix. While conducting a comparison, fi and fwi
were considered together and assigned to all rows and columns. Then, the

comparison was initialized.

According to the results of the AHP process, each group has a dominant rework
attributes. For example, "M-2, Incorrect or Defective Material Usage™ was the most
significant contributor for NCRs in material groups. "O-4, Lack of supervision" was
the most influential attribute for operation groups. However, the weight of the
attributes aggregated more uniformly under the construction groups, so it is not

proper to infer anything about the most influential ones.

Eventually, Table 4.4 tabulated the AHP process results, which would be one of
the Case-Based Reasoning process inputs. Consistency ratio, CR, controlled the
AHP calculations to check whether the scoring alternatives are logical or not. As
indicated in the methodology section, CR should be less than 10%, so each

comparison step for all layers satisfied this condition.
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42.2. GA

Besides AHP, GA is the selected method as an automated system for the
calculation of attribute weights. Evolver from Decision Tools Suite is used for these
calculations (Palisade 2020). Before commencing the GA analysis, the initial
attribute weights and an equation are needed to be determined. Therefore, the process
was initiated by selecting 1 for all attributes weights, and it was aimed to obtain the

minimum RMSE value.

GA is an iterative process. In each iteration, the algorithm either crosses over or
mutates the attribute weights. The algorithm has generated 35.872 iterations;
however, it has reached the local minimum at the 26.375™ iteration. Consequently,
RMSE values obtained during the analysis were presented in Figure 4.2, and the

calculated attribute weights as a result of GA analysis were provided in Table 4.5.
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Figure 4.2. RMSE vs. Iteration number
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4.3.CBR

CBR is an effective machine learning tool that benefits from solutions to
previously experienced problems. The performance of prediction via CBR depends
on different variables. Attribute weights and matching strategy were two of them.
As mentioned above, AHP and GA were employed to find the attribute weights, and
the exact matching strategy was decided to be implemented since the attributes are
linguistic variables expressed in binary format.

In order to initiate the CBR process, 150 test cases were selected among the data.
The similarity matrix for each test case was established regarding the matching
status, analogous to the logical x-NOR operation, and the similarity score of each
stored case was calculated. The cases with at least 97% similarity score were

extracted.

The aim of the study is to estimate the cost impacts of upcoming NCRs in order
to avoid negative cost impacts of NCRs on projects by informing the practitioners
about the possible deficiencies in a quality system. In order to estimate the cost
impacts of upcoming cases, successive cases following similar cases were also
obtained. However, the model's accuracy varies with the number of how many
successive cases should be involved in the analysis. Therefore, the optimum number

of successive cases were analyzed within the range of 1 and 25.

As shown in Table 4.6 and Figure 4.3, the model using GA has a slightly better
MAE when compared with the model using AHP. Moreover, although the minimum
MAE is calculated as 7,81% and 7,22% for AHP and GA, respectively, when 3
successive cases were involved, the minimum standard deviation was obtained when
the number of successive cases was 10. Since the uncertainty decreases while the
deviation gets smaller, and the lowest standard deviation was obtained both for the
models employing AHP and GA when the number of successive cases is 10, the

successive number of cases was selected as 10.
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Table 4.6. Overall MAE and standard deviations of successive cases

Number of Successive AHP GA
Cases Overall Standard Overall Standard
MAE Deviation MAE Deviation
1 13,54% 7,69% 12,09% 7,77%
2 9,83% 4,94% 8,95% 4,97%
3 7,76% 4,99% 7,20% 5,06%
4 8,39% 5,18% 7,94% 5,27%
5 7,91% 4,94% 7,53% 5,08%
6 7,93% 4,62% 7,55% 4,80%
7 8,03% 4,72% 7,54% 4,91%
8 7,79% 4,19% 7,31% 4,36%
9 8,08% 3,97% 7,53% 4,12%
10 8,12% 3,93% 7,55% 4,09%
11 8,34% 4,05% 7,80% 4,22%
12 8,44% 4,09% 7,88% 4,27%
13 8,59% 4,26% 8,03% 4,43%
14 8,60% 4,26% 8,07% 4,45%
15 8,68% 4,25% 8,11% 4,40%
16 8,78% 4,33% 8,19% 4,49%
17 8,83% 4,44% 8,25% 4,62%
18 8,96% 4,66% 8,38% 4,84%
19 9,18% 4,73% 8,60% 4,90%
20 9,26% 4,77% 8,70% 4,95%
21 9,31% 4,85% 8,75% 5,03%
22 9,26% 4,93% 8,71% 5,12%
23 9,21% 4,97% 8,67% 5,16%
24 9,26% 5,03% 8,72% 5,22%
25 9,24% 5,01% 8,69% 5,20%
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As mentioned, the attribute weights are indicator of the impact of attributes on
the non-conformances. The 3 attributes with highest weights were M2, O4 and O5
for AHP and C14, C3 and O2 for GA, respectively. Hence, according to the results
of expert and automated systems, different attributes have higher significance and

impact on NCRs.

The actual occurrence percentage of successive NCRs after the randomly
selected cases were presented for all five cost impacts in Appendix A. For instance,
After the 18" NCR recorded in the project, 2 non-conformances with cost impact of
1 were observed, and 5, 2, 1 and 0 NCRs were recorded for cost impacts of 2, 3, 4
and 5 respectively. Besides, the results after CBR process were presented in
Appendices B and C for the processes employed AHP and GA, respectively. These
results were the predicted ones, and in order to measure the accuracy of the
developed model an error for all the randomly selected 150 cases were calculated
with the Equation 10.

Another objective of the study is to determine whether an expert system or an
automated system is more suitable for CBR analysis. Therefore, the results obtained
from the models employing AHP and GA were compared. As shown in Table 4.6,
although the average MAE of each of five cost impacts in the model using attribute
weights obtained via GA is less than ones obtained via AHP, standard deviations of
each five cost impacts in the AHP model are less than GA model. Secondly, while
the overall MAE and standard deviation of AHP are found as 8,12% and 3,93%,
respectively, they are 7,55% and 4,09 % in the GA model. Therefore, it was
concluded similarly to the comparison of MAE and standard deviation values of the

two models.
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CHAPTER 5

CONCLUSION

Quality problems in construction projects may lead to negative consequences
such as delays in the project timeline, cost overruns, and damage the companies’
reputation. Hence, the main objective of this study is to prevent quality problems via
implementing a novel predictive early warning mechanism for these problems in
construction projects. Furthermore, record-keeping is a challenging and
underestimated issue for construction projects. Practitioners either do not give due
importance to record the project information wholly and correctly or have
insufficient experience in developing and implementing efficient record-keeping
systems. This situation hinders benefiting from the implementation of lessons
learned from the information obtained via these records. Therefore, the study also
emphasizes the significance of record-keeping and aid in eliminating the
inconsistencies in record-keeping of quality problems via proposing a guide for

practitioners.

The study is composed of three main steps. Firstly, quality data which was sorted
according to the occurrence time was collected from a construction project, and
Delphi Method was employed to determine the attributes expressing the quality
problems concisely. Accordingly, a literature review was conducted to specify the
leading attributes included in previous researches. It was requested from the experts
indicated in Table 3.2 to rank the attributes, and it was ensured that none of the
rankings of participating experts are affected by each others’. Attributes were
iteratively ranked till a consensus on the final attribute list was reached, and the final
list of attributes was shown in Table 4.2. Moreover, this list of attributes can be
employed by quality control practitioners in a construction project in order to record
the NCRs and to be involved in further and detailed analysis.

51



The selection of the attributes enables to express the NCRs numerically;
therefore, the data was converted in binary format. However, these attributes have
different contribution on the occurrence of the NCRs, and the rate of contribution
was expressed with attribute weights. In order to determine the attribute weights, two
different methods, AHP and GA, were implemented. Using these methods also
allows observing the performances of using experts' opinions and utilizing
automated systems to compare the accuracy of the predictive models. In AHP, expert
opinions are involved to determine the hierarchy of the attributes, in order words, the
attributes are determined by experts. However, in this study, it was utilized from the
observation rates of attributes and cost impacts in AHP. The obtained results were
given in Table 4.4. On the other hand, GA which imitates the process of natural
selection was employed as an automated system. Attributes weights were initially
selected as 1, and with the help of Evolver from Decision Tools Suite (Palisade 2020),

weights which are presented on Table 4.5 were acquired.

Finally, CBR process was initiated in order to estimate the possible further
outcomes of NCRs in terms of cost impacts and to warn the practitioners about them
if any measure is not implemented to the quality system. CBR benefits from the
principle of a similar solution can be applied to similar solutions; therefore, at the
beginning of the process, 150 random cases were selected. The similarity matrix was
established, and the similarity score was calculated for all these random cases by
using the attribute weights obtained via AHP and GA. The cases with a similarity
score of at least 0,97 were determined. In order to calculate the estimated occurrence
percentage in terms of cost impact, it was necessary to investigate how many
successive cases should be included in CBR. Therefore, an analysis to determine the
number of successive cases was conducted within the range of 1 and 25. MAE and
standard deviation of analysis of successive case numbers within the indicated range
were calculated for both using AHP and GA as attribute weights, and the results were
presented in Table 4.6 and Figure 4.3. It was found out that although the analysis
using GA have less MAE than the analysis using AHP, the situation was vice versa

when standard deviations were compared.
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The study makes three main contribution to the literature. Record-keeping is a
challenging and underestimated issue for construction projects. Practitioners often
do not give due importance to recording project information accurately and in full or
they have insufficient experience in developing and implementing efficient record-
keeping systems. Thus, the study offers an insight to further research with a concise
list of attributes obtained by the expert opinions. Furthermore, it was revealed that
cost impacts of quality problems can be predicted by CBR, and the influence of
attributes on NCRs was evaluated by implementing AHP and GA. Finally, the
effectiveness of expert and automated systems was compared, and it was concluded
that automated systems are as adoptable and effective as expert systems when the

quality problems are concerned.

The study also has limitations as well as the provided benefits. Firstly, the data
preparation method applied in this study is considerably long-lasting operation;
however, it can be shortened by employing other Al methods such as Natural
Language Processing. It can ease the evaluation of NCRs and data modelling.
Secondly, in order to achieve accurate and applicable results, it is crucial that all the
quality problems are appropriately recorded. Therefore, at the beginning of the
construction projects, it can be beneficial to be trained the professionals who will run
the proposed CBR model. Moreover, the relationships between the attributes should
also be examined. Although attributes weights calculated as in this study gives an
insight about the impact of attributes, the relationship and correlations between the
attributes should also be investigates. As a future study, these relations can be
examined by using ARM. Furthermore, other methods rather than AHP and GA will
be employed in the calculation of attribute weights process in future studies, since

better results can be obtained via using other methods.
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APPENDICES

APPENDIX-A
Table A.1. Actual Cost Impacts for Test Cases
Test Case ID Cost Impacts
1 2 3 4
18 20,00%  50,00%  20,00% 10,00%  0,00%
21 20,00%  55,00%  15,00% 10,00%  0,00%
44 30,00%  53,33% 10,00%  6,67% 0,00%
45 37,50%  50,00%  7,50% 5,00% 0,00%
a7 40,00%  48,00%  8,00% 4,00% 0,00%
49 43,33%  45,00%  8,33% 3,33% 0,00%
50 45,71%  42,86%  8,57% 2,36% 0,00%
53 46,25%  42,50%  8,75% 2,50% 0,00%
66 45,56%  41,11%  10,00%  2,22% 1,11%
109 45,00%  39,00%  10,00%  4,00% 2,00%
122 42,73%  41,82%  9,09% 4,55% 1,82%
146 41,67%  43,33%  9,17% 4,17% 1,67%
152 39,23%  43,85% 10,77%  4,62% 1,54%
157 37,14%  43,57% 12,14%  5,71% 1,43%
173 34,67%  41,33% 14,00%  8,67% 1,33%
220 34,38%  40,00%  14,38%  10,00%  1,25%
238 35,29%  39,41% 14,12% 10,00%  1,18%
255 35,56%  40,00%  13,33%  10,00%  1,11%
264 35,26%  38,95% 14,21%  10,53%  1,05%
268 35,00%  38,00% 15,00% 11,00%  1,00%
275 33,81%  39,52% 14,76%  10,95%  0,95%
300 33,64%  40,45% 14,09% 10,91%  0,91%
326 33,04%  40,00% 15,22% 10,87%  0,87%
359 32,92%  39,58% 16,25% 10,42%  0,83%
394 32,40%  40,80%  16,00% 10,00%  0,80%
396 31,92%  41,54%  16,15%  9,62% 0,77%
403 31,85%  41,85%  15,93%  9,26% 1,11%
446 32,14% 41,43% 15,71%  9,64% 1,07%
456 32,41%  41,72% 15,17%  9,66% 1,03%
457 32,67%  42,00% 14,67%  9,67% 1,00%
458 32,58%  42,26%  14,19% 10,00%  0,97%
468 32,50%  42,19% 14,38%  10,00%  0,94%
476 33,03%  41,82% 14,55%  9,70% 0,91%
510 33,24%  42,35% 14,12%  9,41% 0,88%
512 34,00% 42,29% 13,71%  9,14% 0,86%

63



Table A.1. (Continued)

Test Case ID Cost Impacts
1 2 3
513 34,72%  42,22%  13,33%  8,89%  0,83%
541 34,32%  42,97%  13,24%  8,65%  0,81%
569 34,47%  43,42%  12,89%  842%  0,79%
581 34,87%  43,59%  12,56%  8,21%  0,77%
615 36,25%  42,75%  12,25%  8,00%  0,75%
640 36,83%  42,68% 11,95%  7.80%  0,73%
641 37,14%  42,62% 11,90%  7,62%  0,71%
661 37,67%  42,33%  11,86%  7,44%  0,70%
670 38,41%  41,82% 11,82%  7.27%  0,68%
718 39,33%  41,11% 11,56%  7,33%  0,67%
727 40,00%  40,65% 11,30%  7,39%  0,65%
760 40,43%  40,43%  11,28%  7,23%  0,64%
773 40,83%  40,21% 11,25%  7,08%  0,63%
784 41,02% 329,80% 1L63%  694%  0,61%
792 41,60% 39,40% 11,60%  680%  0,60%
218 42,55%  38,82% 11,37%  6,67%  0,59%
256 42,88% 38,46% 11,54%  654%  0,58%
278 43,21% 38,30% 11,51%  642%  0,57%
284 43,70% 37,78% 11,48%  648%  0,56%
921 44,36%  37,45% 11,27%  636%  0,55%
923 45,00% 37,14% 11,07%  625%  0,54%
926 4561%  36,67% 11,05%  614%  0,53%
933 46,03%  36,38% 11,03%  603%  0,52%
979 46,10% 36,10% 11,36%  593%  0,51%
990 46,50%  36,00% 11,17%  583%  0,50%
1001 46,39% 3590% 11,48%  574%  0,49%
1010 46,77%  3548%  1145%  581%  0,48%
1019  46,83% 3556% 1143%  571%  0,48%
1069  47,66% 3500% 11,25%  5,63%  0,47%
1084  4831%  234,62% 11,08%  554%  0,46%
1103 48,64% 3455% 10,91%  545%  0,45%
1135 49,25% 34,18% 10,75%  537%  0,45%
1151  49,71% 33,97% 10,59%  5,29%  0,44%
1155  50,14%  33,62% 10,58%  522%  0,43%
1156  50,57% 33,29% 10,57%  514%  0,43%
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Table A.1. (Continued)

Test Case ID Cost Impacts
1 2 3 4
1170 50,99%  33,10%  10,42% 5,07% 0,42%
1200 51,11%  33,06%  10,42% 5,00% 0,42%
1203 51,23%  33,01%  10,41% 4,93% 0,41%
1221 51,22%  32,97%  10,54% 4,86% 0,41%
1235 51,20%  33,07%  10,53% 4,80% 0,40%
1259 51,58%  32,89%  10,39% 4,74% 0,39%
1272 52,08%  32,60%  10,26% 4,68% 0,39%
1276 52,44%  32,31%  10,26% 4,62% 0,38%
1294 52,78%  32,03%  10,25% 4,56% 0,38%
1300 52,63%  32,13%  10,25% 4,63% 0,38%
1310 52,72%  32,22%  10,12% 4,57% 0,37%
1327 52,80%  32,07%  10,12% 4,63% 0,37%
1345 53,25%  31,81%  10,00% 4,58% 0,36%
1353 53,69%  31,33% 9,88% 4,52% 0,36%
1434 54,00%  31,29% 9,88% 4,47% 0,35%
1437 54,19%  31,16% 9,88% 4,42% 0,35%
1438 54,25%  31,15% 9,89% 4,37% 0,34%
1447 54,32%  31,14% 9,77% 4,43% 0,34%
1469 54,38%  31,12% 9,78% 4,38% 0,34%
1470 54,56%  31,00% 9,78% 4,33% 0,33%
1499 54,73%  30,99% 9,67% 4,29% 0,33%
1500 54,89%  30,98% 9,37% 4,24% 0,33%
1512 54,95%  30,97% 9,57% 4,19% 0,32%
1526 55,11%  30,85% 9,57% 4,15% 0,32%
1547 5547%  30,33% 9,58% 4,11% 0,32%
1585 55,73%  30,42% 9,48% 4,06% 0,31%
1626 55.77%  30,52% 9,38% 4,02% 0,31%
1674 56,02%  30,41% 9,29% 3,98% 0,31%
1681 56,16%  30,40% 9,19% 3,94% 0,30%
1687 56,20%  30,30% 9,10% 3,90% 0,30%
1696 56,14%  30,59% 9,11% 3,86% 0,30%
1704 56,08%  30,78% 9,02% 3,82% 0,29%
1706 56,12%  30,87% B,93% 3,79% 0,29%
1714 56,35%  30,77% 8.85% 3,75% 0,29%
1720 56,67%  30,57% 8,76% 3,71% 0,29%
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Table A.1. (Continued)

Test Case ID Cost Impacts
1 2 3 4
1729 56,98%  30,38% B8,68% 3,68% 0,28%
1750 57,10%  30,28% B,69% 3,64% 0,28%
1776 57,50%  30,00% 8,61% 3,61% 0,28%
1795 57.43%  30,09% 8,62% 3,58% 0,28%
1813 57.27%  30,09% 8,82% 3,55% 0,27%

1837 57,30% 30,00% 8,83% 3,60% 0,27%
1541 5741% 30,00% 8,75% 3,57% 0,27%

1843 57,43%  30,09%  8,67% 3,54% 0,27%
1858 57,54%  30,09%  8,60% 3,51% 0,26%
1905 57,74%  29,91%  8,61% 3,48% 0,26%
1909 58,02%  29,66%  8,62% 3,45% 0,26%
1933 57,95%  29,83%  8,55% 3,42% 0,26%
1947 58,05%  29,75%  8,56% 3,39% 0,25%
1965 58,07%  29,83%  8,49% 3,36% 0,25%
1969 58,33%  29,67%  8,42% 3,33% 0,25%
2011 58,43%  29,59%  8,43% 3,31% 0,25%
2036 58,52%  29,51%  8,44% 3,28% 0,25%
2040 58,62%  29,51%  8,37% 3,25% 0,24%
2066 58,71%  29,44%  8,31% 3,31% 0,24%
2079 58,80%  29,28%  8,32% 3,28% 0,32%
2081 58,89%  29,13%  8,33% 3,25% 0,40%
2083 58,90%  28,98%  8,35% 3,23% 0,55%
2118 59,06%  28,91%  8,28% 3,20% 0,55%
2147 59,15%  28,91%  8,22% 3,18% 0,54%
2149 59,23%  28,92%  8,15% 3,15% 0,54%
2153 59,39%  28,85%  8,09% 3,13% 0,53%

2164 59,39% 28,79% 8,11% 3,18% 0,53%
2177 59,47% 28,80% 8,05% 3.16% 0,53%

2185 59,40%  28,88%  8,06% 3,13% 0,52%
2197 59,33%  28,96%  8,00% 3,19% 0,52%
2218 59,56%  28,75%  8,01% 3,16% 0,51%
2237 59,64%  28,69%  8,03% 3,14% 0,51%
2239 59,71%  28,62%  8,04% 3,12% 0,51%
2240 59,78%  28,56%  8,06% 3,09% 0,50%
2251 59,86%  28,57%  8,00% 3,07% 0,50%
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Table A.1. (Continued)

Test Case ID Cost Impacts
1 2 3 4
2268 59,86%  28,51% 8,01% 3,12% 0,50%
2299 B0,07%  28,38% 7,96% 3,10% 0,49%
2301 60,21%  28,25% 7.97% 3,08% 0,49%
2343 60,35%  28,06% 8,06% 3,06% 0,49%
2381 60,34%  28,14% B8,00% 3,03% 0,48%
2404 60,34%  28,08% 8,01% 3,08% 0,48%
2448 B0,34%  28,03% 8,10% 3,08% 0,48%
2467 60.47%  27,91% 8,11% 3,04% 0,47%
2481 60,40%  28,05% 8,05% 3,02% 0,47%
2497 B0,A0%  28,07% B,07% 3,00% 0,47%
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APPENDIX-B

Table B.1. Predicted Cost Impacts with CBR-AHP Model for Test Cases

Test Case ID CostImpacts
1 2 3 4 5

18 50,31%  28,77%  10,92% 8,46% 1,54%
21 65,08%  25,69% 6,92% 2,31% 0,00%
44 62,78%  25,14% 7,40% 3,78% 0,90%
45 67,34%  23,34% 6,16% 2,54% 0,62%
47 67,44%  23,04% 6, 76% 2,54% 0,22%
49 67,32%  23,18% B, 74% 2,56% 0,20%
50 69,54%  22,32% 6,16% 1,86% 0,12%
53 66,54%  22,70% 7,28% 3,10% 0,38%
o6 68,78%  22,62% 6,26% 2,18% 0,16%
109 B8,98%  22,56% B,30% 2,08% 0,08%
122 69,00%  22,58% B,28% 2,00% 0,14%
146 68,70%  22,78% 6,16% 2,12% 0,24%
152 68,40%  22,82% B6,18% 2,26% 0,34%
157 69,22%  22,60% 6,22% 1,90% 0,06%
173 67,06%  22,68% 7,10% 2,84% 0,32%
220 68,80%  22,64% 6,26% 2,12% 0,18%
238 70,32%  22,40% 5,98% 1,20% 0,10%
255 71,10%  21,86% 5,90% 1,02% 0,12%
264 71,14%  21,80% 5,92% 1,04% 0,10%
268 71,24%  21,50% B,00% 1,08% 0,18%
275 71,16%  21,82% 5,88% 1,02% 0,12%
300 70,80%  22,08% 5,86% 1,16% 0,10%
326 62,84%  25,18% 7,32% 3,76% 0,90%
359 65,88%  24,50% 6,92% 2,42% 0,28%
394 66,64%  23,52% 6,64% 2,88% 0,32%
396 62,75%  25,19% 7,39% 3,77% 0,90%
403 b8,80%  22,87% B6,15% 2,06% 0,06%
446 69,34%  22,38% B6,09% 2,06% 0,14%
456 70,32%  22,14% 5,77% 1,70% 0,08%
457 68,26%  22,67% 6,79% 2,12% 0,16%
458 62,75%  25,19% 7,39% 3,77% 0,90%
468 62,99%  24,97% 7,54% 3,69% 0,80%
476 63,81%  24,97% 7,78% 3,05% 0,38%
510 64,03%  24,87% 7,68% 2,93% 0,48%
512 65,63%  24,33% 7,29% 2,46% 0,30%
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Table B.1. (Continued)

Test Case ID Cost Impacts
1 2 3 4 5
513 66,29%  24,07%  7,15%  2,26%  0,24%
541 70,92% 21,42%  6,25%  1,36%  0,06%
569 71,32% 21,64% 5.87%  1,12%  0,06%
581 70,58% 22,34%  545%  140%  0,24%
615 71,86% 21,52%  551%  0,94%  0,18%
640 69,80% 22,00%  645%  154%  0,22%
641 71,72% 21,46%  5,63%  0,98%  0,22%
661 71,56% 21,40%  575%  104%  0,26%
670 71,70% 22,04% 521%  0,86%  0,10%
718 71,08% 22,00% 561%  1,14%  0,18%
727 71,24% 21,64%  581%  126%  0,06%
760 71,24% 21,66%  581%  124%  0,06%
773 71,24% 21,66%  581%  124%  0,06%
784 71,42% 21,54%  575%  124%  0,06%
792 62,75% 2519%  7,39%  3,77%  0,90%
218 71,08% 21,76%  577%  1,22%  0,18%
856 70,34% 21,50%  6,35%  162%  0,20%
278 71,48% 21,32%  5.89%  1,18%  0,14%
284 72,14% 21,10%  5,65%  102%  0,10%
921 71,24% 21,40%  597%  134%  0,06%
923 71,24% 21,40%  597%  134%  0,06%
926 62,75% 2519%  7,39%  3,77%  0,90%
933 67,41% 23,07%  677%  2,53%  0,22%
979 67,47% 23,05%  6,79%  2,50%  0,20%
990 62,68% 23,19%  6,05%  2,00%  0,08%
1001  69,10% 22,79%  6,09%  186%  0,16%
1010  6896% 22,97% 6,01%  188%  0,18%
1019  70,40% 21,90%  6,01%  158%  0,12%
1069  71,88% 21,14%  551%  1,38%  0,10%
1084  72,32% 20,38%  571%  146%  0,14%
1108 62,75% 2519%  7,39%  3,77%  0,90%
1135 7.,08% 21,76% 577%  122%  0,18%
1151 71,22% 21,24%  597%  136%  0,22%
1155 70,84% 21,96%  5,87%  120%  0,14%
1156  70,70% 21,72%  6,01%  1,36%  0,22%
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Table B.1. (Continued)

Test Case ID Cost Impacts
1 2 3 4 5
1170 71,66%  21,30% 5,81% 1,02% 0,22%
1200 62,75%  25,19% 7,39% 3,77% 0,90%
1203 62,75%  25,19% 7,39% 3,77% 0,90%
1221 62,75%  25,19% 7,39% 3,77% 0,90%
1225 6741%  23,07% 6,77% 2,53% 0,22%
1259 B8,00%  22,79% 6,61% 2,40% 0,20%
1272 62,75%  25,19% 7,39% 3,77% 0,90%
1276 62,75%  25,19% 7,39% 3,77% 0,90%
1254 69,34%  22,38% 6,09% 2,06% 0,14%
1300 69,34%  22,38% 6,09% 2,06% 0,14%
1310 70,08%  22,14% 5,93% 1,82% 0,04%
1327 70,18%  22,02% 5,89% 1,82% 0,10%
1345 70,14%  22,10% 6,23% 1,50% 0,04%
1353 62,75%  25,19% 7,39% 3,77% 0,90%
1434 62,75%  25,19% 7,39% 3,77% 0,90%
1437 62,75%  25,19% 7,39% 3,77% 0,90%
1438 62,75%  25,19% 7,39% 3,77% 0,90%
1447 63,19%  25,09% 7,31% 3,57% 0,84%
1469 6741%  23,07% 6,77% 2,53% 0,22%
1470 67,64%  23,01% 6,81% 2,38% 0,16%
1499 68,72%  22,63% 6,29% 2,18% 0,18%
1500 68,72%  22,63% 6,29% 2,18% 0,18%
1512 B8,72%  23,81% 5,69% 1,52% 0,26%
1526 72,51%  21,20% 4,99% 1,16% 0,14%
1547 72,50%  21,16% 5,03% 1,20% 0,12%
1585 62,75%  25,19% 7,39% 3,77% 0,90%
1626 69,50%  22,50% 5,93% 1,88% 0,20%
1674 69,10%  22,55% 6,03% 2,18% 0,14%
1681 70,40%  22,04% 6,17% 1,28% 0,12%
1687 62,75%  25,19% 7,39% 3,77% 0,90%
1696 63,61%  25,17% 7,33% 3,31% 0,58%
1704 63,13%  25,47% 7,39% 3,43% 0,58%
1706 70,80%  22,14% 5,31% 1,46% 0,24%
1714 71,50%  21,38% 5,33% 1,60% 0,20%
1720 72,34%  21,02% 5,13% 1,36% 0,16%
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Table B.1. (Continued)

Test Case ID Cost Impacts
1 2 3 4 3
1729 82,75%  25,19% 7,39% 3,77% 0,90%
1750 71,10%  21.84% 5,95% 1,00% 0,12%
1776 71,06%  21,90% 5,91% 1,02% 0,12%
1795 7040%  22,34% 5,93% 1,20% 0,14%
1813 70,54%  21,88% 6,15% 1,34% 0,10%
1837 71.38%  21,46% 5,93% 1,14% 0,10%
1241 71,10%  21.84% 5,95% 1,00% 0,12%
1843 70,54%  21,.88% 6,15% 1,34% 0,10%
1358 71,10%  21,84% 5,95% 1,00% 0,12%
1905 70,72%  22,02% 5,99% 1,16% 0,12%
1509 71,08%  21,76% 5,77% 1,22% 0,18%
1933 72,18%  21,62% 5,23% 0,90% 0,08%
1547 70.86%  22,14% 5,31% 1,46% 0,24%
1965 72,53%  21,54% 4,87% 0,96% 0,10%
1969 72,51%  21,00% 5,19% 1,08% 0,22%
2011 71.50%  21.38% 5,33% 1,60% 0,20%
2036 70,86%  22,14% 5,31% 1,46% 0,24%
2040 71,00%  22,10% 5,25% 1,42% 0,24%
2066 71,68%  21,70% 5,27% 1,24% 0,12%
2079 72,38%  21,14% 5,25% 1,06% 0,18%
2081 72,20%  21,00% 5,23% 1,42% 0,16%
2083 72,59%  20,90% 5,159% 1,10% 0,22%
2118 72,55%  20,96% 5,13% 1,10% 0,26%
2147 71.26%  22,02% 5,159% 1,36% 0,18%
2149 71,26%  22,02% 5,19% 1,36% 0,18%
2153 71.36%  21.60% 5,57% 1,30% 0,18%
2164 70,70%  22,14% 5,71% 1,28% 0,18%
2177 72,26%  21,00% 5,39% 1,08% 0,28%
2185 70.86%  22,14% 5,31% 1,46% 0,24%
2197 62,75%  25,19% 7.39% 3,77% 0,90%
2218 70,86%  22,14% 5,31% 1,46% 0,24%
2237 71,22%  21,56% 5,37% 1,52% 0,34%
2239 72,97%  20,62% 4,95% 1,28% 0,18%
2240 72,57%  21,04% 4,99% 1,24% 0,16%
2251 71,56%  21,44% 5,49% 1,34% 0,18%
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Table B.1. (Continued)

Test Case ID Cost Impacts
1 2 3 4 5
2268 72,20%  21,22% 5,27% 1,12% 0,20%
2299 62,75%  25,19% 7.39% 3,77% 0,90%
2301 82,75%  25,19% 7,39% 3,77% 0,90%
2343 66,91%  23,45% 6,63% 2,73% 0,28%
2381 69,34%  22,38% 6,09% 2,06% 0,14%
2404 62,73%  25,19% 7,39% 3,77% 0,90%
2448 71,10%  21,84% 5,95% 1,00% 0,12%
2467 71,10%  21,84% 5,95% 1,00% 0,12%
2481 71,36%  21,44% 5,87% 1,18% 0,16%
2497 70,72%  22,06% 6,03% 1,06% 0,14%
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APPENDIX-C

Table C.1. Predicted Cost Impacts with CBR-AHP Model for Test Cases

Test Case ID Cost Impacts
1 2 3 4 5

13 gd,06%  24,52% 7,03% 3,68% 0,71%
21 66,11%  24,77% 6,61% 1,97% 0,54%
44 61,57%  25,57% 8,05% 3.87% 0,94%
45 B4,72%  24,93% 7,28% 2,53% 0,54%
47 61,57%  25,58% 8,04% 3.87% 0,94%
45 64,38%  25,17% 7.57% 2,49% 0,40%
50 64,46%  25,12% 7,56% 2,46% 0,40%
53 65,33%  24,75% 7.38% 2,18% 0,36%
66 B8,84%  23,08% g,48% 1,40% 0,21%
109 69.49%  22,75% 6,40% 1,23% 0,14%
122 69,42%  22,73% 6,26% 1,33% 0,26%
146 B8,85%  23,04% 6,49% 1,40% 0,22%
152 68,78%  22,85% 6,37% 1,60% 0,40%
157 69.61%  22,67% 6,40% 1,17% 0,15%
173 68,54%  22,36% 7,03% 1,82% 0,25%
220 68,85%  23,09% 6,48% 1,35% 0,22%
238 B9,43%  22,24% 8,12% 1,91% 0,30%
255 70,12%  22,31% 5,98% 1,34% 0,25%
264 70,40%  22,28% 5,93% 1,23% 0,17%
268 7LA0%  21,40% 5,86% 1,13% 0,22%
275 70,17%  22,28% 5,97% 1,34% 0,25%
300 69.46%  22,20% 6,13% 1,91% 0,30%
326 61,62%  25,59% B,00% 3.85% 0,94%
359 63,77%  25,03% 8,01% 2,76% 0,43%
394 B9,48%  22,18% 8,12% 1,92% 0,30%
396 61,56%  25,60% B,04% 3.86% 0,94%
403 67,35%  24,11% 6,15% 2,11% 0,28%
445 B7,35%  24,11% 6,15% 2,11% 0,28%
456 67.67%  23,90% 6,10% 2,06% 0,28%
457 68,83%  23,48% 5,90% 1,61% 0,18%
458 61,56%  25,60% B,04% 3.86% 0,94%
468 61,56%  25,60% 8,04% 3,86% 0,94%
478 62,25%  25,48% B8,01% 3,46% 0,80%
510 68,80%  23,09% 6,50% 1,39% 0,22%
512 70,06%  22,14% 6,41% 1,20% 0,19%
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Table C.1. (Continued)

Test Case ID Cost Impacts
1 2 3 4 3
513 70,57%  22,07% 6,18% 0,98% 0,21%
541 67,35%  24,11% 6,15% 2,11% 0,28%
5369 68,83% 23,48%  3,90% 1,61% 0,18%
381 69,41%  22,61%  5,70% 1,92% 0,37%
615 61,56%  25,60% 8,04% 3,86% 0,94%
640 62,91%  25,56% 7,82% 3,14% 0,57%
641 68,52%  23,03% 6,50% 1,74% 0,21%
661 68,52%  23,03% &,30% 1,74% 0,21%
670 69,19%  23,16% 6,06% 1,43% 0,17%
718 69,41%  22,25% 6,12% 1,92% 0,30%
727 67,35%  24,11% ,15% 2,11% 0,28%
760 67,38%  24,08% 6,17% 2,10% 0,28%
773 72,03%  21,09%  5,37% 1,26% 0,26%
784 72,08%  21,05%  5,38% 1,23% 0,26%
792 61,56%  25,60% 8,04% 3,86% 0,94%
813 69,41%  22,25% 8,12% 1,92% 0,30%
856 71,10%  21,90%  5,64% 1,21% 0,14%
878 71,48%  21,31%  5,72% 1,27% 0,22%
884 61,56%  25,60% B,04% 3,86% 0,94%
921 67,35%  24,11% 6,15% 2,11% 0,28%
923 67,35%  24,11% 6,15% 2,11% 0,28%
926 61,56%  25,60% B8,04% 3,86% 0,94%
933 61,56%  25,60% 8,04% 3,86% 0,94%
979 65,52%  25,03% 7,16% 2,04% 0,25%
990 69,41%  22,25% 6,12% 1,92% 0,30%
1001 72,12%  21,06%  5,54% 1,12% 0,15%
1010 61,56%  25,60% B,04% 3,86% 0,94%
1019 67,35%  24,11% 6,15% 2,11% 0,28%
1069 61,96%  25,23% 8,14% 3,78% 0,90%
1024 65,32%  24,69% 7,46% 2,23% 0,29%
1103 61,56%  25,60% 8,04% 3,86% 0,94%
1135 69,41%  22,25% 8,12% 1,92% 0,30%
1151 70,08%  22,34%  597% 1,35% 0,25%
1155 69,41%  22,25% 6,12% 1,92% 0,30%
1156 70,33% 21,74%  5,88% 1,67% 0,39%

74



Table C.1. (Continued)

Test Case ID Cost Impacts
1 2 3 4 3
1170 72,29%  21,08% 5,42% 1,06% 0,15%
1200 61,56%  25,60% 8,04% 3,86% 0,94%
1203 61,56%  25,60% B8,04% 3,86% 0,94%
1221 61,56%  25,60% 8,04% 3,86% 0,94%
12325 61,56%  25,60% 8,04% 3,86% 0,94%
1259 61,96%  25,23% B,14% 3,78% 0,90%
1272 61,56%  25,60% 8,04% 3,86% 0,94%
1276 61,56%  25,60% 8,04% 3,86% 0,94%
1294 67,35%  24,11% 6,15% 2,11% 0,28%
1300 67,35%  24,11% 6,15% 2,11% 0,28%
1310 70,33%  22,532% 5,38% 1,50% 0,26%
1327 70,33%  22,52% 5,38% 1,50% 0,26%
1345 69,41%  22,61% 5,70% 1,92% 0,37%
1353 61,56%  25,60% B,04% 3,86% 0,94%
1434 61,56%  25,60% 8,04% 3,86% 0,94%
1437 61,56%  25,60% 8,04% 3,86% 0,94%
1438 61,56%  25,60% B8,04% 3,86% 0,94%
1447 61,56%  25,60% 8,04% 3,86% 0,94%
1469 61,56%  25,60% B8,04% 3,86% 0,94%
1470 61,86%  25,53% 7.94% 3,75% 0,91%
1499 68,80%  23,09% 6,50% 1,39% 0,22%
1500 68,80%  23,09% 6,50% 1,39% 0,22%
1512 67,35%  24,11% 6,15% 2,11% 0,28%
1526 70,03%  22,65% 5,60% 1,57% 0,15%
1547 70,03%  22,65% 5,60% 1,57% 0,15%
1585 61,56%  25,60% 8,04% 3,86% 0,94%
1626 68,52%  23,03% 8,50% 1,74% 0,21%
1674 68,69%  23,09% 6,30% 1,70% 0,22%
1681 67,35%  24,11% 6,15% 2,11% 0,28%
1687 61,56%  25,60% B,04% 3,86% 0,94%
1696 64,03%  25,09% 7.75% 2,70% 0,43%
1704 64,74%  24,92% 7.56% 2,40% 0,37%
1706 69,41%  22,25% 5,12% 1,92% 0,30%
1714 67,35%  24,11% 6,15% 2,11% 0,28%
1720 70,33%  22,52% 5,38% 1,50% 0,26%
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Table C.1. (Continued)

Test Case ID Cost Impacts
1 2 3 4 3
1729 61,56%  25,60% 8,04% 3,86% 0,94%
1750 B8,80%  23,09% &,50% 1,39% 0,22%
1776 68,70%  22,88% 6,40% 1,61% 0,40%
1795 67,31%  24,10% 5,18% 2,14% 0,28%
1813 71,09% 2217%  527% 1,28% 0,19%
1837 72,00%  21,67%  5,10% 1,08% 0,15%
1841 70,17%  22,47%  5,60% 1,48% 0,29%
1843 7141%  21,94%  517% 1,24% 0,23%
1858 70,17%  2247%  5,60% 1,48% 0,29%
1905 69,38%  22,61%  3,70% 1,94% 0,37%
1309 69,30%  22,65%  5,74% 1,94% 0,37%
1533 72,37%  21,66%  4,83% 0,98% 0,17%
1547 69,30%  22,65%  5,74% 1,94% 0,37%
1965 72,37%  21,66%  4,83% 0,98% 0,17%
1969 71,37%  2L,71%  5,34% 1,30% 0,29%
2011 67,35%  24,11% 6,15% 2,11% 0,28%
2036 69.41%  22,61%  5,70% 1,92% 0,37%
2040 70,33% 22,10%  5,45% 1,67% 0,46%
2066 69,41%  22,61%  5,70% 1,92% 0,37%
2079 72,12%  21,42%  512% 1,12% 0,22%
2081 72,03%  21,52%  5,02% 1,21% 0,22%
2083 71,48%  21,67%  5,30% 1,27% 0,29%
2118 72,06% 21L46%  5,14% 1,09% 0,25%
2147 67,13%  24,19% 6,29% 2,11% 0,28%
2149 67,13%  24,19% B5,29% 2,11% 0,28%
2153 69,61%  22,91%  5,83% 1,459% 0,15%
2164 67,35%  24,11% 6,15% 2,11% 0,28%
2177 72,03%  21,09%  5,37% 1,26% 0,26%
2185 69.41% 22,61%  5,70% 1,92% 0,37%
2157 61,56%  25,60% 8,04% 3,86% 0,94%
2218 69,41%  22,25% 6,12% 1,92% 0,30%
2237 71,34%  21,39%  5,63% 1,39% 0,25%
2239 72,94%  20,50%  5,38% 1,06% 0,12%
2240 72,23%  21L,09%  5,39% 1,13% 0,14%
2251 72,04%  21,09%  5,63% 1,12% 0,12%
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Table C.1. (Continued)

Test Case ID Cost Impacts
1 2 3 4 5
2268 72,25%  21,06% 5,43% 1,08% 0,18%
2299 61,56%  25,60% 8,04% 3,86% 0,94%
2301 61,56%  25,60% B,04% 3,86% 0,94%
2343 69.41%  22,25% 6,12% 1,92% 0,30%
2381 67.35%  24,11% 6,15% 2,11% 0,28%
2404 61,56%  25,60% B8,04% 3,86% 0,94%
2448 68.80%  23,09% 6,50% 1,39% 0,22%
2467 68,80%  23,09% 8,50% 1,39% 0,22%
2481 71.06%  21,78% 6,03% 1,02% 0,11%
2497 61,56%  25,60% 8,04% 3,86% 0,94%
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